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INTRODUCTION

The world of big data and technology is advancing at a rapid rate.¹ For example, in 1984 Motorola introduced the first hand-portable cellular phone to the public market, costing nearly $4,000 (equivalent to over $9,000 today) and weighing just under two pounds.² Thirty years ago, the flip phone design was introduced and quickly became an international symbol of status as the first pocket sized personal communication device.³ Today, just twelve years after the introduction of the first Apple iPhone by Steve Jobs on the MacWorld Convention stage, “screen time” is so common amongst the population that groups like the Centers for Disease Control and the American Academy of Pediatrics have published guidelines for how much “screen time” is appropriate and healthy for the younger populations.⁴

Studies estimate that 170,000 children go online for the first time every day.\(^5\) For many people in modern society, technology and the Internet are increasingly prominent parts of daily lives, especially among the younger populations.\(^6\) In 2017, an estimated forty percent or more of children in the United States had their own tablet device.\(^7\) This number was a dramatic increase from the less than one percent of children who owned a similar device in 2011.\(^8\) Children are now “growing up digital” and using personal devices to consume media and get connected to the world wide web, and it is of growing concern to ensure children are adequately protected online.\(^9\) Privacy is a growing concern, too, as people become more aware and more protective of the ways in which their personal data are collected and used.\(^10\) Most adults in the Internet age have some idea of the extent to which their data is collected, stored, and analyzed, whether for targeted marketing, automated profiling, or some other purpose.\(^11\) Many are concerned with the inability to control the ways in which their personal information is processed, and new privacy frameworks allow individuals to take better control over how their personal data is collected and used.\(^12\)

Parents are also increasingly concerned about their children’s online activities as well as the companies collecting information regarding those activities.\(^13\) New
regulations are supporting more robust privacy rights for individuals, including stronger transparency and consent requirements, as well as new rights to access and erasure of information. Children have a right to these privacy protections as well.

The United Nations Convention of the Rights of the Child provides that, “no child shall be subjected to arbitrary or unlawful interference with his or her privacy, family, home or correspondence, nor to unlawful attacks on his or her honour and reputation.” As such, protecting children, their personal data and their right to privacy becomes increasingly important as the presence of minors on the Internet continues to increase.

A 2011 “State of the Net” survey conducted by Consumer Reports showed that of the twenty million minors that used the popular social media site Facebook, 7.5 million of them were younger than age thirteen. According to the E.U. Kids Online project, a survey conducted in 2011 indicated that 59% of children between ages nine and sixteen had social media profiles.

When it comes to providing consent for various data tracking applications and websites, many children, and many adults, for that matter, do not thoroughly understand the extent to which their data is being collected, used, or processed. The majority of people, when presented with a lengthy, small-print pop-up about
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privacy policies or user agreements, do not take the time to read the agreement, let alone to understand the agreement, as the agreement is often information overload and the user does not have meaningful choice in the matter.\(^{21}\) This commonly occurring, seemingly insignificant disregard for the data rights and protections of the consenter raises a number of issues in regard to current consent models and data protection frameworks in the United States and European Union.\(^{22}\)

For processing the personal data of children, however, the E.U.’s new General Data Protection Regulation (the “GDPR” or “Regulation”) provides a framework for obtaining proper consent to collect and use children’s data.\(^{23}\) The preceding data protection framework, the Data Protection Directive (the “Directive”), did not contain specific provisions regarding the privacy rights or data protections for children, but instead applied the Directive’s provisions to children as individuals in their own right.\(^{24}\) While the GDPR has taken steps toward more strongly protecting children in the Internet age, the provisions for protecting children’s personal data in the E.U. face challenges ahead.\(^{25}\) The child-specific protection laws under the GDPR in the E.U. are inspired by the United States’ Children Online Privacy Protection Act, which has faced its own challenges in its almost two decades of implementation in the U.S.\(^{26}\) The challenges, however, provide a perspective from which improvements to the European data protection framework can be derived, especially regarding the protection of children’s personal data.\(^{27}\)

The purpose of this Note is to examine the current state of laws for processing the personal data of children in the European Union and United States. After discussing the General Data Protection Regulation and its measures to protect the personal data of children, it will compare the Regulation with the Children’s Online Privacy and Protection Act as currently implemented and enforced in the United States. The GDPR has enacted special protections for children’s data, among a long list of newly delineated rights and protections, and this Note will discuss the ways in which the developing framework of the GDPR could strengthen its provisions to better protect children, their data and their rights to privacy.

This Note will address the processing of children’s personal data under the lawful basis of consent. While the GDPR allows data processing for other purposes, this Note addresses the ways in which processing children’s personal data under the lawful basis of consent is inadequate as currently enumerated in
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the Regulation. Part II of this Note discusses the history and development of data protection, privacy frameworks, and children’s privacy law in the European Union. Part III provides a background of data privacy laws and children’s privacy protections in the United States. Part IV analyzes the current regulations for processing the personal data of children in the E.U. and discusses the successes and setbacks children protection laws have experienced in the United States. This section also identifies areas in which the GDPR could improve to provide stronger protections when processing the personal data of by comparing the E.U. legislation to the child privacy laws in the United States. Following the comparison and analysis of the relevant consent regulations, Part V concludes the note by suggesting potential amendments that could strengthen the protective measures currently in place for children and their data under the European Union’s GDPR.

II. HISTORY OF DATA PRIVACY AND CURRENT CHILD PRIVACY LAWS IN THE E.U.

A. History of Data Privacy in the E.U.

One of the European Union’s first major moves toward data protection was adopted in 1995, and known as Directive 95/46/EC, or more commonly, the Data Protection Directive (“Directive”).28 The Data Protection Directive regulated the collection and processing of personal data within the European Union and applied to all Member States.29 This directive was constructed from the principles laid out in the Organisation for Economic Co-operation and Development’s (“OECD”) Guidelines on the Protection of Privacy and Transborder Flows of Personal Data first adopted in 1980.30


---
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The General Data Protection Regulation sets out these seven key principles which serve, along with their compliance, as the fundamental building blocks for the GDPR are strong data protection practices. The seven principles of data protection in the GDPR are: (1) lawfulness, fairness and transparency; (2) purpose limitation; (3) data minimization; (4) accuracy; (5) storage limitation; (6) integrity and confidentiality; and (7) accountability.

The Data Protection Directive was designed as a data protection goal that European Union countries must achieve, although the means by which the goal was achieved was left to be decided by the individual countries. European Union directives lay out guidelines which each Member State interprets into its own law. The Data Protection Directive, by nature, resulted in varied interpretations of the data privacy guidelines in the form of national data privacy law.

While the Directive held true to the original recommendations of the OECD and the concepts of the fundamental human right to privacy, the quickly evolving technological and data-driven environment called for an updated and more enforceable set of regulations to protect personal data and privacy rights of E.U. data subjects. This need manifested in the form of the General Data Protection Regulation, which, as a regulation rather than a directive, is an enforceable law in European Union Member States and for anyone processing data of E.U. data subjects. The Regulation is forward-thinking in that it supports the current technological environment while remaining general enough to protect the privacy rights of individuals throughout future technological advances and data processing uses.
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Commission on January 25, 2012. The regulation combined concepts from the Data Protection Directive with various laws created by the Member States through their interpretations of the Directive to create a more strict and uniform privacy law for the E.U. and its data subjects. After a lengthy proposal, amendment, and approval process, the General Data Protection Regulation was adopted by the Council of the European Union and the European Parliament in April of 2016. The Regulation entered into force in May 24, 2016, and Member States had two years to prepare for full enforcement of the regulation which occurred on May 25, 2018.

The primary purpose of the Regulation is to give data subjects more control over their personal data and to safeguard the right to personal data protection. This Regulation is a positive step toward a more controllable and agreeable data collection, storage and usage system for the data privacy and protection of both adults and children. Additionally, the GDPR has created stricter standards for obtaining consent for data processing than the Data Protection Directive. The GDPR requires clear, informed, affirmative, and “freely given” consent prior to the processing of an E.U. data subject’s personal data.

The General Data Protection Regulation helps protect the individual by strengthening the individual’s rights to control the usage, retention and movement of their personal data, rather than to simply regulate or apply controls to companies that process data. According to its own Article 1, the GDPR “lays down rules relating to the protection of natural persons with regard to the processing of personal data and rules relating to the free movement of personal...
The Regulation also “protects fundamental rights and freedoms of natural persons and in particular their right to the protection of personal data.”\textsuperscript{51} The Regulation further maintains that, “the free movement of personal data within the union shall be neither restricted nor prohibited for reasons connected with the protection of natural persons with regard to the processing of personal data.”\textsuperscript{52}

As a binding legislative act, the GDPR is to be fully applied across the European Union.\textsuperscript{53} The Regulation is enforceable in all Member States and upon any organization that holds or touches information of E.U. data subjects.\textsuperscript{54} The Regulation defines “data subjects” E.U. citizens as well as anyone who lives, works or travels through the E.U.\textsuperscript{55} The Regulation defines the rights a data subject has over his or her personal information and gives the subject control over how, why, and when his or her personal data is processed.\textsuperscript{56}

The Article 29 Working Party (“Working Party”) was created by the Data Protection Directive and predated the GDPR as the E.U. advisory authority on data protection matters.\textsuperscript{57} After the enactment of the GDPR, however, the European Data Protection Board replaced the Working Party as the independent European body that oversees the application and promotes consistent cooperation and enforcement of data protection rules in the European Union.\textsuperscript{58} The Article 29 Working Party continues to publish guidelines for data protection in the E.U. which serve as strong suggestions for implementing the Regulation and have on occasion been enacted into law.

The GDPR applies to all companies or organizations that offer goods or services to, monitor the behavior of, or process or hold the personal data of E.U. data subjects.\textsuperscript{59} Companies that process such data, regardless of location, are required to comply with the Regulation.\textsuperscript{60} Organizations have strong incentive to
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comply with the GDPR because the costs of non-compliance can be significant.\textsuperscript{62} The maximum penalty a regulatory authority can impose for non-compliance is a fine of twenty million Euros or four percent of annual revenue of the parent company.\textsuperscript{63} In addition to imposed fines, an organization in non-compliance can be subject to a class action lawsuit for breaches of data subject rights under the Regulation.\textsuperscript{64}

The Regulation confers a number of rights upon individuals to enable stronger protections of personal data and privacy in the E.U. These rights include: (1) the right to be informed about how data is processed; (2) the right to access one’s personal data; (3) the right to rectification; (4) the right to erasure; (5) the right to restrict processing; (6) the right to ensure third parties are notified of rectification or erasure of personal data; (7) the right to data portability; (8) the right to object generally to the processing of personal data; (9) the right to object specifically to personal data processing for direct marketing purposes; and (10) the right to not be subject to automatic profiling and decision making.\textsuperscript{65} Additionally, a data subject always retains the right to object to data processing for direct marketing purposes, regardless of the lawful basis for processing that applies.\textsuperscript{66}

The European Union aims to protect the privacy of all E.U. data subjects, and prior to the GDPR the data protection policies grouped adults and minors together without special provisions for the processing of children’s data.\textsuperscript{67} The GDPR, while strengthening the data protection for all E.U. subjects, has also recognized that children should be specially protected under the regulation.\textsuperscript{68} Under the GDPR, children merit special protections “... as they may be less aware of the risks, consequences and safeguards concerns and their rights in relation to the processing of personal data.”\textsuperscript{69} To collect, use, or distribute the personal data of minor data subjects, there are a number of general requirements that must be met under the GDPR.\textsuperscript{70}

First and foremost, data processing that is subject to the GDPR will be legal only if it is processed under one of the six legitimate bases laid out in Article 6
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Part 1 of the GDPR.\textsuperscript{71} Having a lawful basis for processing personal data is important because, without a lawful basis, the data processing would breach the first principle of data protection and privacy as a fundamental right.\textsuperscript{72} The lawful basis requirement to process personal data is not a new concept.\textsuperscript{73} However, different from its predecessors in E.U. data privacy law, the GDPR places a higher emphasis on the accountability and transparency elements of a data processor’s lawful basis for processing.\textsuperscript{74} The individual’s right to be informed under Article 13 and 14 of the GDPR requires that organizations inform data subjects with transparency about the lawful basis for processing their data.\textsuperscript{75} This also requires that details regarding the lawful basis for processing data be included in the organization’s privacy notice.\textsuperscript{76}

Article 6, Part 1 of the General Data Protection Regulation provides six lawful purposes for processing data of a data subject.\textsuperscript{77} At least one of the six lawful purposes for processing must apply when personal data is processed, although no basis for processing is more important or compliant than another.\textsuperscript{78} The six lawful purposes for processing data of a data subject include: (1) consent, (2) contract, (3) legal obligation, (4) vital interests, (5) public task, (6) legitimate interests.\textsuperscript{79}

\textbf{1. The Lawful Bases for Data Processing Under the GDPR}

Data of a data subject may be processed where the individual has clearly consented to the processing of their personal data for a specific purpose.\textsuperscript{80} Under the GDPR, consent must be freely given and expressly confirmed, and those consenting should be given ongoing choice and control regarding the processor’s use of their data.\textsuperscript{81}

Recital 32 of the Regulation requires that consent should be an informed and unambiguous indication of agreement by the data subject to have his or her personal data processed.\textsuperscript{82} The agreement should be clear and affirmative, and may be demonstrated by a written or oral statement, or could be demonstrated by
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ticking a box on a website agreement form. The Regulation also states that silence, inactivity, or pre-ticked boxes may not constitute consent, and that the request for consent must be clear, concise, and not overly disruptive to the user in attempting to access a service or website. Further, if a website or service processing data for multiple purposes, the consent agreement should clearly inform the user of each purpose for which the data is processed.

a. Contract

Data may be processed where the processing is necessary for performance of a contract existing between the processor and the data subject, or where the data subject has requested the processor take specific action regarding data collection prior to entering into a contract. This lawful basis may apply to online purchase orders where a controller is required to process the purchasing individual’s address to deliver the goods. If a contract has not yet been entered into, this basis may apply if a purchaser requests a quote or assessment from an organization or service provider that requires processing of personal data prior to entering into a contract. An example of data processing that may occur prior to the execution of a formal contract could be an insurance quote provided by an insurer.

b. Legal Obligation

Legal obligations to process data serve as a lawful basis for processing where the processing is necessary for the processor’s compliance with the law. For processing to occur under the legal obligation basis, there does not have to be a legal obligation that specifically requires the processing activity. Rather, the processing may be classified under the legal obligation basis if the overall purpose of processing the personal data is to comply with a legal obligation that is sufficiently based in common law or statute. However, this basis cannot be relied upon if the processor has discretion over whether the personal data is
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processed, or if there is another reasonable means of compliance that does not require processing personal data.\textsuperscript{93}

c. Vital Interests

Data processing satisfies the lawful basis requirement where processing the data is necessary to protect the life of a data subject.\textsuperscript{94} Vital interests as a lawful basis for processing personal data is limited in scope and is intended to apply only to matters of life and death.\textsuperscript{95} This lawful basis most likely arises when personal data needs to be processed for medical purposes and the individual is unable to consent to the processing.\textsuperscript{96}

The vital interest basis is not appropriate for medical care planned in advance, nor is it the most appropriate basis for larger scale personal data processing.\textsuperscript{97} Possible exceptions to the limitations of the vital interest basis could include large-scale processing is in response to a natural or man-made disasters resulting in a humanitarian emergency.\textsuperscript{98}

In rare cases, an individual’s personal data may be processed to protect the vital interest of another.\textsuperscript{99} For instance, it may be necessary to process the personal data of a parent in order to protect the vital interests of a minor child.\textsuperscript{100} However, when processing an individual’s personal data to protect the vital interests of another, the Regulation indicates that the processor should attempt to process the data under an alternative lawful basis before relying on the vital interest basis.\textsuperscript{101}

d. Public Task

Data may be lawfully processed where the processing is necessary for the performance of a public interest task or for an official function, or if the task or function otherwise has a clear basis in law.\textsuperscript{102} The public task lawful basis is most relevant to public authorities, although the basis can also apply to an organization that performs tasks in the public interest or exercises official authority.\textsuperscript{103} For
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example, a water company, private or public, would likely be able to rely on this basis because the company processes data to carry out public interest functions, specifically the administration of utility services. 104

To process data under the public task lawful basis, the processing must be necessary. 105 Processing is necessary if it achieves the purpose in the most reasonable, targeted and proportionate way of achieving the means. 106 If there is a less intrusive way of achieving the same result, the processing is likely not necessary. The public task lawful basis is predicated upon the nature of the function being performed by the organization rather than the nature of the organization itself. 107

e. Legitimate Interests

Data may be lawfully processed where processing is necessary for the processor’s or a third party’s legitimate interests. 108 However, where there is adequate reason to protect the data subject’s personal data, the individual’s reasons for data protection will override an organization’s legitimate business interests for processing. 109 The legitimate interests lawful basis for processing can be divided into three key components: legitimate interest, necessity of processing, and a balancing test. 110

For legitimate interests to serve as a lawful basis for processing, it must first be determined whether the processor is pursuing a legitimate interest. 111 Next at issue is whether the data processing is necessary for the processor to achieve that legitimate purpose. 112 Lastly, a balancing test of the individual’s interests and the legitimate interests of the processor should be conducted to ensure that the impact of the data processing and risk to the data subject do not greatly outweigh and therefore override the legitimate interests of the processor. 113

B. Protection of Children’s Personal Data under the GDPR

The Data Protection Directive did not contain specific rules regarding data processing/public-task/ [https://perma.cc/45V6-MMZ8].
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processing of children. In 2011, the European Data Protection Supervisor recognized that children, due to their particular vulnerability, needed stronger protections of their privacy rights. This opinion recognized that the Data Protection Directive did not address the way in which children should be informed about the collection of their data, how the data should be collected, which individuals should be treated as children, or the conditions under which children or their legal representative may exercise their privacy rights.

Further, the Directive did not address the age of consent for children in regard to their data and resulted in various age of consent laws throughout the Member States. The European Data Protection Supervisor suggested that in creating a more protective regulatory framework for children and their privacy rights, an age threshold should be established so that if a child is younger than the threshold, information may only be collected on the child where verifiable and explicit consent has been obtained.

In response to the need for stronger protection of children’s information online, the GDPR specifically highlights the fact that children’s data merit special protection, and it introduced new requirements for processing of personal information of children.

Article 8, Section 1 provides that where a data processor is relying on consent as a lawful basis for processing, such processing is only lawful where the child is at least sixteen years of age. However, if a child is younger than age sixteen, processing may be lawful “only if and to the extent that consent is given or authorized by the holder of parental responsibility over the child.”

Despite the regulation setting the age of consent for data processing at sixteen years old, Member States may decide to lower the age of consent for data processing as long as the requirements for verifiable and explicit consent are met.
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as the age is not younger than thirteen years old. The Regulation requires that to obtain informed consent, the information given to the user about the ways in which their data is processed should be understandable to the audience addressed. This means that the controller, if processing children’s data, must disclose the intended uses of the collected data in clear and plain language that a child could understand.

Section 2 of Article 8 requires a data controller to “make reasonable efforts to verify . . . that consent is given or authorized by the holder of parental responsibility over the child.” What constitutes a “reasonable effort” is a definition in the making; however, the Article states that the “available technology” should be taken into consideration.

The third and final section of Article 8 states that the consent provisions for processing data of children shall not apply to the general contract law the E.U. Member States regarding the validity, formation, or effect of a contract with a child.

Recital 38 of the GDPR provides that the special protections should apply to the processing of children’s data for marketing or data collection purposes or for the purposes of creating personality or user profiles. An exception to the special protections of children’s personal data exists: a child does not need the consent of the holder of parental responsibility where preventative or counseling services are being offered directly to a child. This type of exception could arise in a situation where a child tells a teacher or person in a caretaking capacity that the child is being abused. In this type of situation the adult does not need to obtain parental consent in order to report the situation to relevant authorities. Prior parental authorization may also not be required in circumstances where child protection services are offered to a child online through a chat service or similar type of communication for the purposes of protecting the child’s wellbeing.

The Article 29 Working Party, in its Guidelines on Consent under Regulation 2016/679, provides that where controllers provide services to children above the age threshold for consent on the basis of consent, the controller is expected to
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make reasonable efforts to verify that the user is in fact above the age of digital consent.\textsuperscript{132} These measures should be proportionate to the nature of the data processing and the risks associated with processing the information collected.\textsuperscript{133} The controller should take care to ensure that users who state they are above the age of digital consent are indeed above the age of digital consent.\textsuperscript{134} Although the GDPR does not explicitly require such verification, if a controller processes data without valid consent as defined in the regulation, the data processing will be unlawful.\textsuperscript{135}

However, where a child indicates that he or she is younger than the age of digital consent, the controller may accept this age statement without further verification of the child’s age but must then obtain verifiable parental consent to process the child’s data.\textsuperscript{136} Upon receiving parental authorization, the controller should take steps to ensure that the person providing the consent to process the child’s data has appropriate parental authority.\textsuperscript{137}

The Regulation does not offer practical methods or solutions for obtaining verifiable and reliable parental consent for the processing of a child’s data.\textsuperscript{138} The Working Party suggests controllers take a proportionate approach to ensuring that the user providing consent for processing the child’s data has appropriate parental authority to do so.\textsuperscript{139} Under this approach, processing that is considered “low-risk” to the child may require less information for confirming the parent’s identity, like an email, whereas “high-risk” processing may require more information from the parent.\textsuperscript{140} For example, a controller may ask a parent to make a nominal payment via a bank transaction that contains a confirmation in the transcription’s description that the holder of the bank account has parental authority over the child seeking information society services.\textsuperscript{141}

III. HISTORY OF DATA PRIVACY AND CURRENT CHILD PRIVACY LAWS IN THE U.S.

A. History of Data Privacy in the U.S.

In the United States, the right to privacy has been recognized in the legal realm since the late 1800s when Samuel D. Warren and Louis Brandeis published
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“The Right to Privacy” in the Harvard Law Review. In 1890, Warren and Brandeis recognized that the development of a right to privacy was inevitable, as “solitude and privacy have become more essential to the individual; but modern enterprise and invention have, through invasions on his privacy, subjected him to mental pain and distress . . . .”142 The authors observed that, “[r]ecent inventions and business models call attention to the next step which must be taken for the protection of the person, and for securing to the individual . . . the right “to be let alone.”143 This precise premise continues to drive the development of privacy laws and data protection regulations today.

Privacy rights first started appearing in the common law of torts, where criminal and civil remedies existed for the use of a person’s picture or personal identity without consent for advertisement.144 Privacy rights, although not expressly enumerated as a right in the Constitution, have been upheld by the Supreme Court as a constitutionally protected right in a number of cases.145 In 1965, the Supreme Court first recognized the constitutional right to privacy in the Griswold v. State of Connecticut ruling that the right to privacy within a marital relationship is a fundamental right that the State cannot constitutionally abridge.146

As technology has advanced and computer usage has increased, Americans have become more concerned about their records held by the Government because of the Government’s ability and power to investigate and store information.147 In response to this ever-growing concern, Congress enacted the Privacy Act of 1974 (5 U.S.C. 552a).148

The Privacy Act of 1974 aims to minimize the Government’s informational privacy intrusions on citizens while balancing the government’s legitimate interests to function efficiently.149 The Privacy Act of 1974 prevents the federal government from disclosing, collecting, or using personal information without proper authorization from the person about whom the data is collected.150

Because the Privacy Act of 1974 applies only to the federal government, a patchwork of data and information privacy laws emerged to protect more specific types of information and groups of people.151 Several laws following The Privacy
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Act of 1974 include the Health Insurance Portability and Accountability Act (“HIPPA”), the Fair Credit Reporting Act (“FCRA”), the Driver’s Privacy Protection Act (“DPPA”) and the Children’s Online Privacy and Protection Act (“COPPA” or “the Act”).

1. Protection of Children’s Personal Data Under COPPA

In the United States prior to 1998, no federal restrictions or regulations for children’s data or children’s online privacy existed. As the use of the Internet, especially by children, increased, so did the concerns of parents and the government regarding children’s information being shared with third parties. Congress found that protecting the privacy of children’s personal information online was a compelling government interest, to which instating defenses for the protection of children’s Internet privacy is the least restrictive means.

In efforts to protect the privacy of children, Congress enacted the Children’s Online Privacy Protection Act (15 U.S.C. §§ 6501-6508) to regulate the collection, use, and disclosure of personal data of minors under the age of thirteen. The Act became effective in April of 2000 and was revised in 2013 by the Federal Trade Commission to reflect the rapid pace of change in technology and the online environment.

Congress applies the COPPA protections to children under thirteen years of age, recognizing that children younger than thirteen years old may not fully understand the safety and privacy concerns regarding online collection of personal information, which also makes them more susceptible to overly invasive or overreaching marketing techniques. Policymakers in the U.S. deemed children under age thirteen too young to provide consent online and drew a
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seemingly arbitrary line between children above and below the age of thirteen.\textsuperscript{159} While there is no remarkable difference between the ability of twelve and thirteen year-olds to safely navigate the Internet, teenhood seems to be a fairly standard subjective line for regulatory benchmarks.\textsuperscript{160} In addition to online consent, thirteen years serves as a benchmark for movie ratings (PG-13 movies) and is the age at which a child can begin working part-time in the United Kingdom.\textsuperscript{161} The Act defines “child” as an “individual under the age of thirteen,” and for the purposes of this note, “child” or “minor” will be construed as the same.\textsuperscript{162} For the purposes of data protection for children under COPPA, the Act casts a broad net over what constitutes “personal information.”\textsuperscript{163} “Personal information” includes categories of information that can be used to identify and contact a specific person.\textsuperscript{164} This information may include a child’s name, address, online contact information or screenname, telephone number, or social security number.\textsuperscript{165}

“Personal information” was expanded in 2013 to include “persistent identifiers,” which include information that can be connected to a user over time and across web sites or services.\textsuperscript{166} Persistent identifiers may include a customer number contained within a cookie, an Internet Protocol (IP) address, a device serial number, a photograph or audio file containing a child’s information, or geolocation information precise enough to connect the user with a street and city or town.\textsuperscript{167} Personal identifiers may also include other information about the child or the child’s parents that is collected and combines with other identifiable information in order to track a user across online forums.\textsuperscript{168} The Act defines “collecting” as gathering information, or prompting or encouraging a child to share information that the operator may then store or use.\textsuperscript{169} “Collection” is defined in this way to ensure the understanding that an
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operator will be responsible for data it collects on a child where an open forum for the child to enter information was provided, regardless of whether the information is required for the child to participate in the activity, or whether the information is intentionally gathered.\textsuperscript{170} Operators should have a COPPA-compliant plan in place for providing notice to parents and obtaining consent from parents the moment the child’s data is gathered.\textsuperscript{171} If there is no such plan in place, it will be too late to obtain parental consent once the child has posted or provided personal information online.\textsuperscript{172}

The Children’s Online Privacy Protection Act provides guidelines regarding the collection of personal data about minors.\textsuperscript{173} The Act applies to owners and operators of Internet sites or online services that collect children’s personal data and are partially or wholly directed toward children.\textsuperscript{174} Typically, sites that must be COPPA compliant fall under one of the following categories: (1) sites directed toward children, (2) sites directed toward general audiences where the operators have actual knowledge that the site collects data from children, or (3) where the operators have actual knowledge that the site collects information directly from users of another site or service that is directed toward children.\textsuperscript{175} The Act requires compliance from websites or services that are directed toward children or directed toward a general audience if it also collects children’s personal information as part of the general audience.\textsuperscript{176} Ultimately, if the website or online service is targeted toward children or has actual knowledge that it collects personal information from children, the website or online service should comply with COPPA.\textsuperscript{177}

These online privacy protections for children are monitored and enforced by the Federal Trade Commission (“FTC”).\textsuperscript{178} The Act does include a “safe harbor” provision which allows industry groups, if approved by the FTC, to create and implement the Rule’s protections in a self-regulatory manner.\textsuperscript{179} It requires that services or websites collecting data of children obtain verifiable parental consent prior to the collection of such data.\textsuperscript{180} Obtaining “verifiable consent” means making a reasonable effort to ensure that, prior to collecting information about a child, a parent of the child receives notice of the website or service’s collection, use, and disclosure practices of personal information, and that the parent
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authorizes the use of the personal information.\textsuperscript{181}

Further, the Act restricts operators of websites or web services from conditioning a child’s participation in online activities on the collection of personal information beyond what is reasonably required to participate in the online application.\textsuperscript{182}

Much like the GDPR’s requirements for consent, the COPPA requires entities to provide parents or legal guardians with the tools to make informed decisions about their children’s data and the power to control how their children’s personal data is collected and used.\textsuperscript{183} The Act gives parents or legal guardians more control over their child’s data by requiring that entities provide clear and understandable disclosure of personal data collection practices, as well as how and with whom collected data is shared.\textsuperscript{184} The Act further requires the entity to obtain verifiable parental consent before collecting, using, or sharing personal data of children.\textsuperscript{185}

As for obtaining verifiable consent, the Act does not offer universal methods for gathering such consent, but rather that the operator must make “reasonable efforts to obtain verifiable parental consent, taking into account available technology.”\textsuperscript{186} Generally, COPPA requires that an operator obtain verifiable parental consent prior to gathering personal information from a child younger than thirteen years old.\textsuperscript{187} However, several exceptions to the strict consent rules of the Act do exist.\textsuperscript{188} In such exceptional circumstances, the type of information that can be collected under each exception is limited and the information may not be disclosed for any reason other than the specific purposes for which it was collected.\textsuperscript{189}

For example, an operator may collect the name or online contact information of the parent or child for the purposes of providing notice to the parent about data protection policies and to obtain verifiable consent as required by the Act; however, if the operator has not obtained such consent within a reasonable time after the collection of the initial data, the information must be deleted from all records.\textsuperscript{190} The Act also provides exceptions when the sole purpose of collecting
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online contact information of a minor is for the purposes of responding directly to a child’s one-time request. This exception requires that the child’s contact information not be used to contact the child for any other purpose or on any other occasion except to respond to the request at issue. After submitting the one-time response to the child’s request, the child’s contact information must be promptly deleted from all records.

An operator’s collection of a child’s contact information may also fall into several other exceptions which focus on the safety of the child, precaution against liability, or compliance with other law enforcement, judicial process, or public safety needs or concerns. This information, if collected without proper consent, shall not be used to contact the child, including through methods of behavioral advertising, and shall not be used to build a data profile on the child, or for any other purpose.

An operator may also collect information only in the form of a persistent identifier for the purposes of providing support for internal operations of the site or service. The COPPA does not allow any personal information collected from children to be used for profiling, behavioral advertising, or cross-device tracking.

IV. ANALYSIS OF CURRENT ISSUES AND POTENTIAL IMPROVEMENTS TO CHILD PRIVACY REGULATIONS IN THE E.U.

The GDPR is the European Union’s first regulation to recognize children as a group requiring special data protection measures, and in providing such special protection, has introduced numerous changes from past data protection laws. As discussed, one of these major changes takes effect where the processing of a child’s data is based on the lawful basis of consent, and this change faces a number of practical challenges due to its recent enactment, lack of clarity and absence of uniformity for the Member States.

A. Consent as the Lawful Basis for Processing Children’s Data

Consent, although it maintains its own challenges for effective
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Consent is popular for processing the data of children as well because it places the decisions regarding the child’s data in the hands of their parents or guardians. While some adults may be ignorant of the privacy risks posed to their child and may agree to any type of processing without fully understanding the ramifications, the GDPR empowers parents to give or withhold consent and to make decisions regarding when, how, and why their child’s data is processed. This primary purpose of the GDPR, which gives individuals more control over their personal data and to establish stronger rights to individuals’ privacy, also extends to children. Other options like effective age-blocking or a complete prohibition of processing the data of children under age thirteen provide their own challenges. These options are difficult to effectively achieve, and a full prohibition on collecting children’s data disincentivizes web developers and companies from creating new content because data collection is the primary form of monetization online.

The consent requirements under the GDPR apply to all individuals which includes children, but the Regulation does not contain consent provisions specific to children. The GDPR takes an important step forward in creating stricter standards for what constitutes informed consent, although it does not adequately address consent and privacy protection in regard to children. Obtaining consent from a child who does not fully understand the information provided by a data processor or understand the ways in which their data is going to be processed cannot truly equate to meaningful, informed consent.

In most circumstances, a child is not deemed able to provide informed
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consent for their own data processing. Most online services directed toward children would not require processing under the lawful basis of contract, legal obligation, public task, or vital interests; however, while the processing usually falls under consent, some processors may attempt to process children’s data under the basis of legitimate interest.

Although legitimate interest is a viable basis under which a child’s data could be processed, consent remains the strongest method of currently available under the regulation for protecting children’s online data. Consent is the most protective lawful basis for processing children’s data because almost any type web service, whether an online application, store, chatroom, game provider, or educational tool, could argue legitimate interests and therefore not be required to obtain consent from a legal guardian prior to collecting and using a child’s data.

If a web service relies on legitimate interests as a lawful basis for processing a child’s data, the web service could claim, without substantial support, that they have a real business reason for collecting data on children that outweighs the privacy rights of the child. In doing so, a web service could claim that their legitimate business interest of gathering data for the purposes of targeted advertising toward a child outweighs the child’s rights to privacy. The GDPR does not specifically prohibit controllers from utilizing automated decision-making practices, like profiling or behavioral advertising, in regard to children and their personal information.

Using legitimate interests rather than consent as a means for lawfully processing children’s data would not necessarily ensure children are more protected. If parents want control over how their child’s data is used, or if the regulation aims to give parents control to protect their children’s rights, children’s data should only be processed with parental consent. If a controller processes personal data under the legitimate interest basis, the data subject has the right to object to the processing, although the objection does not necessarily mean the controller must cease the processing. Rather, if a data subject objects to the controller’s processing under legitimate interests, the controller may have an opportunity to defend its decisions to process the data. Where the controller has sufficiently shown that the legitimate interest in processing the data outweighs the potential risks of harm to the data subject, the controller may continue to process the data despite the subject’s objections.

In contrast, however, if a controller relies on consent to process data, the data subject has the right to withdraw consent at any time and the data processing must
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cease immediately.\textsuperscript{215} Otherwise, without collecting parental consent, the parent may not know the child is accessing a site or that the site is collecting data and will therefore not be able to control or protect their child’s data and privacy rights online. Processing a child’s data under legitimate interests and without obtaining parental consent would counteract the overall purpose of the GDPR, which is to provide individuals with more control over their privacy rights, especially in the online world.

Research has shown that developmental stages impact how youth make decisions and that youth under the age of thirteen may not understand the implications of consenting to the disclosure of their personal information online.\textsuperscript{216} The typical child does not have the same decision-making abilities as adults, and youthful discretions, like whether to allow an online application or service to post a video the child has taken or sell the child’s name and address to third-party providers, should not necessarily follow them into adulthood.\textsuperscript{217} Rather than relying on the lawful basis of legitimate interests when collecting data on children, processors should rely solely on processing under consent, because processors will then be required to obtain parental consent if they intend to collect data about a child. This would afford parents the most control over the way their child’s data is processed. The GDPR could eliminate the possibility of companies processing data under the legitimate interest basis or another basis that does not adequately protect children or provide parents with control over how their child’s data is used by including a provision that allows for the processing of children’s data only under the lawful basis of consent.

In the United States, COPPA prohibits online services or websites from collecting the data of children under age thirteen without first obtaining verifiable parental consent.\textsuperscript{218} In addition to obtaining consent, a website or online service must provide complete disclosure to the parents of a child regarding the information the service intends to collect and the way in which it will be used, and the service must also ensure that the disclosure has been provided directly to parents.\textsuperscript{219} Otherwise, without meeting these requirements, the online tracking of children is non-compliant with COPPA and therefore illegal.\textsuperscript{220} Further, COPPA clearly states that operators may not gather information on children for the purposes of behaviorally targeted advertising without parental consent.\textsuperscript{221}

Conversely, under the GDPR, there are circumstances in which a child’s
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personal data may be used for targeted marketing. Some services may be permitted to send marketing messages to children based on their personal data or may display targeted advertisements to the children online as long as the service has a lawful basis for doing so. While web services engaging in these direct marketing techniques are strongly encouraged to ensure children’s data is specifically protected and that children are fairly informed about the ways in which their data could be used, the GDPR could better protect children if the governing bodies enforce stricter compliance with the Regulation.

The U.S. COPPA is clear that children’s data cannot be collected or used without clear consent from a parent, and the GDPR certainly leaves when, how, and under what lawful basis children’s data may be used much more open to the web service provider’s interpretation or choice. The Regulation would provide better protection for children online by implementing more direct, clear standards for how and for what purposes a child’s data may be collected and used.

B. Uniform Age of Consent

It is seemingly contradictory, that while a major goal of the GDPR was to create a uniform data protection framework for data processors and data subjects throughout the European Union, the age at which a child is permitted to consent to the processing of their own data managed to be left for the Member States to decide. Article 8 of the GDPR set the default age of consent for children to agree to the processing of their data to sixteen years old but allows each Member State to set their own age restrictions on consent so long as the age is not younger than thirteen years old. As demonstrated in the figure below, Article 8 leaves the issue of age of consent at essentially the same place it was prior to the implementation of the GDPR: without a uniform age of consent at which children can agree to their data processing by themselves.
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Despite the GDPR’s aims to harmonize data privacy laws across Europe and provide those who process data a simple framework to adhere to, the lack of a uniform age of consent affects children and businesses. The lack of conformity of age of consent also creates significant challenges for cross-border companies or those who provide international services across the E.U. As evidenced in the Figure above, the digital marketplace in the European Union remains without consistent provisions regarding the age upon which consent relied upon as the lawful basis for collecting and using data of an individual. Further, children are treated as adults under the GDPR once they are older than the required age of consent for that particular country. This means that
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under the GDPR, if a country considers a minor to be a child under the age of thirteen, a thirteen year old child will receive the same protections as an adult without additional protections or separate, more age-appropriate descriptions of how their data will be collected or used.  

The Working Party has encouraged the Member States to work toward a harmonized solution regarding the lack of age of consent conformity amongst the Member States.  If the Member States convened and settled upon a uniform age of consent throughout the E.U., it would help eliminate some currently existing unnecessary challenges experienced by those implementing and enforcing children’s online privacy rights under the GDPR.

In the Article 29 Working Party’s Guidelines on Consent for the GDPR, it states that a controller must take into account the groups targeted by its services and must be aware of the different national laws regarding age of consent. Further, the Working Party advises that controllers providing cross-border services may need to comply with the laws of each Member State within which it offers services, in addition to complying with the Member State in which it is established.

C. Clarification of Terms and Methods

The GDPR, as currently implemented, is ineffective in part because it lacks definitive provisions for major components of its child protection regulations. The Regulation would be more effectively enforceable with the clarification of terms and requirements, including “directed toward children,” “reasonable efforts,” and “verifiable parental consent.” As the regulation currently defines them, and without much in the way of precedent or past regulatory decisions regarding these matters, practical challenges arise to these ideally straightforward protection terms and measures. The challenges are manifesting as companies attempt to implement GDPR-compliant policies and as parents attempt to cash in on their GDPR-given rights to having more control over the way their child’s data is processed.

1. “Directed Toward Children”

A major difficulty in the enforcement of the GDPR for children’s privacy is determining exactly what services and applications (“apps”) fall under the
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“directed toward children” category. Online service providers, the data subjects, and the enforcement agencies would undoubtedly benefit from a clearer understanding of what constitutes a web service that is “directed toward children.”

The GDPR could also better protect children by implementing a system for screening online service users to ensure that data is not collected about children inappropriately or without the knowledge of either the child, the parent or guardian of the child, or the service provider. In recent years, machine learning classifiers have been developed to identify apps designed for children by evaluating text-based and image-based features within the app. These classifiers can determine whether an app belongs to a common category for kids apps, like “education,” “games,” “comics” or “entertainment” and takes into account the content rating as identified by the app distributor. The classifier may also focus on the title and readability of the app’s description, as well as bright colors that may be associated more heavily with children-directed apps.

These types of classifiers could serve three key functions in supporting the children privacy and protection effort. First, the classifiers could help regulators like the FTC and the data protection supervisors in the European Union by helping the regulators identify potentially problematic apps. Second, the classifiers could help parents decide whether to download an app for their child by identifying potential privacy issues that may exist within the app or its services. Third, the classifiers could support the app distributors by flagging apps whose privacy practices may require further inspection or by identifying potential legal issues with the app’s privacy practices and informing the responsible party.

This type of technology should be used for determining whether applications and web services are “child directed” and whether the apps and services have taken appropriate actions to ensure they are lawfully processing the data of children in accordance with the GDPR. These classifiers could be used by the data protection agencies to help ensure that sites and services that should comply do comply with the child protection laws under the GDPR.

Further, app stores could benefit from the same technology and play a more responsible role in determining whether or not the apps they distribute are “directed toward children.” Unfortunately, the recent prevalence of data breaches
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and growing uproar about invasive informational gathering tactics reinforces that websites and services providers cannot always be held accountable for self-identifying whether or not they are directed toward certain audiences or compliant with the relevant regulations.249

A major aspect of the GDPR is its flow-down design that requires services to certify that the sub-processors that processors interact with are also GDPR-compliant.250 The enforcement of child protections under the GDPR could be stronger if app stores shouldered more responsibility for monitoring the apps offered and distributed. The app stores could implement a system, like the classifiers and other intelligence technology, to determine which of the apps it distributes and profits from are “directed toward children” and are therefore required to be compliant with the GDPR provisions related to children. The Apple App Store has trended in this direction with its paternalistic approach to its app review process and the precautions it takes when publishing apps that are targeted toward younger populations. Apple’s “App Review Guidelines” make clear that Apple will “reject apps for any content or behavior that [it] believes is over the line,” and that if an app developer attempts to “cheat the system (for example, by trying to trick the review process, steal user data . . .)” the apps will be removed from the store and the developer will no longer be able to participate in the App Store program.251

2. “Reasonable Efforts”

Article 8.2 requires that the controller make reasonable efforts to verify that the consent given is from the holder of parental authority over the child, although it is unclear how much effort and proof needs to be shown by the controller to sufficiently demonstrate compliance with this requirement.252 The Regulation provides that “reasonable” efforts should be considered along with available technology, and the Working Party suggests to consider whether a child has an “identity footprint” at the time consent is gathered or whether parental


responsibility is difficult to check. While controllers are expected to continually review their processes for verifying consent and the technology available to do so, this portion of the Regulation does not define “reasonable efforts” for obtaining consent to the extent that COPPA does. For the purposes of consent, COPPA provides a usable guide from which the GDPR can continue working toward its comprehensive approach to data protection and privacy.

3. “Verifiable Parental Consent”

While the Regulation provides some guidance for what may constitute proper consent to process children’s data, the rules for “verifiable parental consent” need significant clarification. As currently enforced, the GDPR does not offer practical methods or solutions for gathering verifiable parental consent to process a child’s data.

D. Consistent Enforcement Methods

The lack of clear expectations and compliance tools when it comes to protecting children’s online data causes challenges to the new data protection regulation in the E.U. Enforcement is a difficult task for any type of regulation or legal system, and the GDPR and COPPA face similar challenges in this regard. The current lack of a systematic of enforcement makes it difficult for data protection authorities to ensure controllers are properly protecting the privacy rights of children.

The enforcement of data protection for children under the GDPR could be more effective if the regulation prohibits web services from operating under a “mixed audience” concept. This would mean that rather than providing a web service that lumps all users into one group and treats adults and children similarly in regard to their data, adults and children will have to be differentiated and
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treated appropriately for their age. Specifically, services would be required to
distinguish the users under the age of thirteen, provide age-appropriate privacy
policies, and obtain verifiable parental consent prior to the child’s use of the web
services or the service’s collection of any data about the child.

Additionally, prohibiting the “mixed audience” concept would hold data
processors more accountable for their processing, especially if it includes
processing the data of minors and the “actual knowledge” test. If processors are
required to be more purposeful about whether their services target children,
processors would have a more difficult time claiming they were “unaware” that
children were using the site and its services. This would encourage the processors
to use more care in the handling collected data. If a service targets children as
one of its audiences, it should be considered directed toward children and
appropriate action should be taken to protect the data collected.

E. Challenges Still Lie Ahead

Creating clearer definitions and expectations within the GDPR would
promote more consistent compliance with the regulation. However, similar to
other areas of law, it is difficult to create a comprehensive regulation that never
requires amendment, particularly considering the quickly developing nature of
data analytics and information technology. Until the law has been put into action
and real-world issues arise, the weaknesses in the regulation are not yet exposed
and oftentimes the legislative authorities are not aware of what is inadequately
addressed in the regulation. The GDPR could more effectively achieve its goals
by looking at the patterns in COPPA and adopting similar definitions for consent,
obtaining verifiable consent, by gathering consent through reasonable methods
in light of available technology, and by allowing COPPA’s over twenty years of
experience in child data protection framework to serve as a guideline for
children’s data protection in the E.U.

While the world of data protection has improved its methods of protecting
individuals and their rights to privacy, there are inherent difficulties that tag
alongside the idealistic goal of creating a harmonized, effective, and all-
embracing data protection framework. First, technology is advancing at a
rapid pace, and the worlds of education, entertainment, and commerce are relying
more and more heavily on the Internet and big data services. Like most laws
and regulations, a regulation involving technology or data protection will at some
point become outdated and in need of revision.

Further, definitions will need to be consistently updated and amended to
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cover the appropriate technological advancements and changing online environment in this ever-increasingly data-driven world. In the US, the COPPA amended its definitions and added new terms to the child protection framework 15 years after its initial enactment, and it will likely face amendments in the coming years.\footnote{FTC Children’s Online Privacy Protection Rule, 16 C.F.R. § 312.1 (2013), https://www.ftc.gov/system/files/2012-31341.pdf [https://perma.cc/LRB3-QPFT].} The cost of compliance with these types of regulations can be significant for those in the online service and tech industries, and those costs can deter people from developing or supporting innovative new tech ideas and learning programs for children.\footnote{Interview with Meaghan Zore, Professor of Law Indiana University Robert H. McKinney School of Law, in Indianapolis, Ind. (Jan. 23, 2019).} Enforcement of these regulations comes at a cost, too, requiring additional efforts and resources to be put toward the movement from the relevant, overseeing authorities.\footnote{Beata A. Safari, Intangible Privacy Rights: How Europe’s GDPR Will Set a New Global Standard for Personal Data Protection, 47 SETON HALL L. REV. 809, 825 (2017).}

Most data protection guidelines and recommendations recognize the importance of balancing the risks to safety and privacy online with the opportunities and freedom of expression that engaging online offers.\footnote{Sonia Livingstone, John Carr & Jasmina Byrne, One in Three: Internet Governance and Children’s Rights, GLOBAL COMMISSION ON INTERNET GOVERNANCE No. 22, 5 (November 2015), https://www.cigionline.org/sites/default/files/no22_2.pdf [https://perma.cc/P42C-FXJH].} Many protection frameworks have implemented a child’s rights to special protective measures, although it is valuable to take precaution that the concerns associated with children engaging online do not overpower the beneficial ways in which the Internet provides opportunity for children.\footnote{Id.}

The Internet and digital technologies have encouraged creativity and free expression worldwide and have provided enriching opportunities for youth.\footnote{The State of the World’s Children 2017: Children in a Digital World, UNICEF: FOR EVERY CHILD, 9 (December 2017), https://www.unicef.org/publications/files/SOWC_2017_ENG_WEB.pdf [https://perma.cc/K6ED-L2HC].} Protecting children in the online world is an important part of creating a safe environment in which children can be connected to meaningful, age-appropriate content and the world around them. It is also important, however, to ensure that children can continue to experience and engage in the vast array of online activities that connect them to other learning experiences, cultural exploration, or artful expression that they may not otherwise be able to access.

While protecting children online is a complicated venture, more black and white options for protection, like a full age-block (e.g., a website prompts a user to enter a birthdate, and if a birthdate indicates the user is below a certain age, the user will not be able to access the site) may not promote children’s access to beneficial online experiences.\footnote{Macenaite & Kosta, supra note 17, at 174-75.} Further, these methods may not be effective...
because privacy protection also involves human factors.\textsuperscript{274} Even where developers have complied with the relevant data protection laws, children continue to find workarounds, like creating fake parental accounts, lying about their age, or otherwise spoofing systems to bypass age verification or parental consent systems.\textsuperscript{275}

Although obtaining parental consent to process a child’s data may be complicated for some web services, it is a method of lawful processing through which children can continue to use the online web without undue restrictions. Those involved in data collection and protection have concerns about the costs of compliance with the current data protection regulations, claiming that such strict regulations impose undue strain upon the web services or application developers.\textsuperscript{276} They argue that the restrictions imposed by the regulations effectively chase off any monetization opportunities for the web developers and therefore decrease the incentive to create new, engaging, and educational content for children.\textsuperscript{277} While these concerns are legitimate, they do not outweigh the importance of keeping data protection at the top of the agenda as technology, information systems, and web-based services continue to develop and increasingly intertwine with daily life.

V. CONCLUSION

Data privacy and protection is a steadily increasing area of concern and focus in the modern tech and data-driven world.\textsuperscript{278} Despite the data protection frameworks in place, high percentages of children are reported to regularly use online services directed toward adults, meaning that children frequently access web services that do not render appropriate data protection.\textsuperscript{279} Addressing issues within the GDPR that relate to the privacy rights and protection of children, like age of consent for processing, unclear terms like “reasonable efforts” and “verified consent,” or exactly what types of services are considered “directed toward children” would help ensure that proper measures for protecting children’s privacy online are taken.

While the GDPR has made significant improvements to data privacy regulations in the E.U., there are areas of the regulation that, with clarification and revision, could more successfully harmonize data protection regulations for
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data subjects in the E.U. Further, the GDPR could provide stronger and more effective protections for children in the online world by incorporating some ideas from the framework for children’s data protection in the U.S.

First, the GDPR should implement a uniform age for all European Union countries at which children are able to provide consent for the processing of their own data. Having a uniform age of consent for data processing would help eliminate challenges currently faced by international online services and would help harmonize the regulation of children’s data protection. The GDPR is a complex regulatory system designed to help provide individuals with greater privacy rights and to provide companies and processors with clearer guidelines for processing personal data, and implementing a uniform age of consent would eliminate unnecessary challenges currently experienced by the lack of a consistent age requirement throughout the E.U.  

Second, the current privacy regulations in the European Union would be strengthened by more clearly delineating the definitions and expectations behind several key aspects of the regulation. Providing more explicit examples of appropriate methods for obtaining verifiable parental consent and incorporating a full prohibition on processing children’s data where parental consent has not been obtained would better promote the protection of children online. Further, more clearly defining what constitutes a web service offered “directly to children” may eliminate confusion as to what services need to comply with the child-related portions of the regulation.

Third, online services and E.U. data subjects alike would benefit from stronger and more consistent methods of enforcement of the GDPR.

Youth under the age of 18 use the Internet at the same frequency as the rest of the world’s adult population, yet the Internet and data privacy efforts have developed primarily with adult users in mind. Protecting the personal data and privacy rights of adults and children alike is an increasingly important part of the modern, data-driven world.

The world of data privacy and protection has taken many steps in the right direction, although many improvements remain to be made. There are technologies that will be developed in the future that would be difficult to fathom
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now, and there will be ways in which data and technology will continue to change the way the world communicates and operates.\textsuperscript{284} For example, Facebook was launched 15 years ago in 2007, and now Facebook connects over 2.2 billion active monthly users with the world around them.\textsuperscript{285} A crucial part of developing and maintaining effective data protection and privacy frameworks is adaptability.\textsuperscript{286}

The GDPR has a strong start from the Data Protection Directive, and it has taken measures to provide individuals with stronger protections and control over their privacy rights and personal data.\textsuperscript{287} The Regulation has recognized that children warrant special protections in the online world and has implemented new protections for children that provide a solid foundation for developing effective methods to enhance their protection online.\textsuperscript{288} Every regulatory initiative has a starting point, and the GDPR has laid strong groundwork for protecting individual’s privacy rights in the ever-evolving technological industry. With continued focus on strengthening the privacy of individuals in today’s data-driven world, the GDPR will be able to more effectively protect individuals, their data rights and their rights to privacy.
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